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Abstract—The cellular uplink has typically been studied using simple Wyner-type analytical models where interference is modeled as a constant or a single random variable, or via complex system-level simulations for a given set of parameters, which are often insufficient to evaluate performance in all operational regimes. In this paper, we take a fresh look at this classic problem using tools from point process theory and stochastic geometry, and develop a new tractable model for the cellular uplink which provides easy-to-evaluate expressions for important performance metrics such as coverage probability. The main idea is to model the locations of mobiles as a realization of a Poisson Point Process where each base station (BS) is located uniformly in the Voronoi cell of the mobile it serves, thereby capturing the dependence in two spatial processes. In addition to modeling interference accurately, it provides a natural way to model per-mobile power control, which is an important aspect of the uplink and one of the reasons why uplink analysis is more involved than its downlink counterpart. We also show that the same framework can be used to study regular as well as irregular BS deployments by choosing an appropriate distribution for the distance of a mobile to its serving BS. We verify the accuracy of this framework with an actual urban/suburban cellular network.

I. INTRODUCTION

Cellular networks are undergoing a paradigm shift from voice-oriented to ubiquitous mobile-broadband data networks. While the downlink of these networks still drives the bandwidth and speed requirements, improvements in uplink performance are becoming increasingly important due to the increasing popularity of symmetric traffic applications like social networking, video-calls, and real-time generation and sharing of media content. The analysis of the uplink requires several fundamental changes as compared to the downlink, nearly all of which make it more challenging. The interference in the uplink is generated by mobile devices distributed throughout the network, as opposed to the downlink where it comes from the fixed locations. As discussed in the sequel, the locations of these mobiles are coupled with the locations of their serving BSs depending upon the cell-association strategy, presenting the first main challenge in the modeling and analysis of uplink. A second challenge is the use of open and closed-loop (possibly fractional) power control to overcome pathloss and large-scale fading (shadowing), which further couples the locations of the mobiles with their serving BSs and makes the transmit power highly variable, leading to a significant change in the interference statistics compared to the downlink [1]. Additionally, both a maximum power constraint and consideration of average transmit power are especially important for battery powered user devices.
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A. Related Work

Research on cellular networks has been driven by three main modeling approaches. First is the Wyner model, wherein the gain for the desired link is normalized to unity and the gain from interferers (typically one or two) is assumed to be a constant or modeled as a single random variable [2]. Although it has been popular for information theoretic studies, its accuracy in typical cellular deployment scenarios is questionable due to simplistic notion of interference and hence of Signal-to-interference-plus-noise-ratio (SINR) [3]. A second and in fact ubiquitous approach is to assume that the BSs lie on a grid with their coverage regions modeled as hexagons. Although this deterministic grid model captures spatial dependencies and can be used to gain insights via complex system-level simulations over a limited set of system parameters [4], [5], it lacks tractability and can not be used to provide performance guarantees in all operational regimes. Besides, it is becoming obsolete due to lack of scalability to the current heterogeneous networks, which may additionally include picocells and femtocells [6].

A third and novel approach is to use random spatial models where the BS locations are assumed to form a realization of some random point process, typically Poisson Point Process (PPP) [6], [7]. In addition to being capable of capturing the aforementioned constraints, it is also tractable and hence is an attractive option for analysis. For the downlink, this model was shown to be about as accurate for macrocells as the the grid model [7] and seems to be the only reasonable option for general heterogeneous cellular networks [6]. Very recent work has also attempted to extend this to the uplink by deriving some approximate results for interference limited networks [8]. More accurate random spatial models are also considered in the literature, often at the cost of reduced tractability [9].

B. Contributions

The main contribution is Theorem 1, which gives the uplink coverage probability for a randomly chosen mobile user with fractional power control, which is a general power control framework. Departing slightly from the random spatial models developed in [6], [7], we model the locations of the users (instead of the BSs) as a Poisson Point Process (PPP). In order to capture spatial dependencies, we then assume that the serving BS of each mobile user is located uniformly in its Voronoi cell [10]. The uplink analysis is significantly more involved than its downlink counterpart because the transmit power of a mobile in the uplink depends upon the distance to its serving BS due to the fractional power control and it turns out that the random variables denoting this distance for each mobile user are identically distributed but not independent in general due to coupling in the locations. This dependence
is not easy to model accurately and hence leads to some technical challenges in the derivation of the coverage probability. However, we show that this dependence is weak and can be ignored, which improves the tractability of the system model with minimal impact on the accuracy of the results. We then derive easy-to-evaluate integral expressions for the uplink coverage probability of a randomly chosen mobile user. Using the same model for the user locations, we also derive coverage probability expression for “regular” BS deployments, where we assume that a BS is uniformly distributed in a circle around its corresponding mobile (independent of other BSs) instead of being uniformly distributed in its Voronoi cell. Interestingly, this analytical result closely approximates the coverage probability computed numerically for the hexagonal grid model. Using these theoretical results, we then present some system design guidelines by comparing downlink and uplink coverage, and evaluating coverage probability and transmit power utilization as a function of the power control parameters.

II. SYSTEM MODEL

We consider the uplink of a cellular network utilizing an orthogonal multiple access technique composed of a single class of BSs, macro BSs for example, and focus on the received SINR at a randomly chosen BS. Fig. 1 gives a visual representation of the uplink system model and relationship between various parameters. The mobile user locations are assumed to form a realization of a spatial PPP [10] with density \( \lambda \). We assume that a mobile user is connected to the closest BS and that each BS has an active uplink user scheduled. Under such an assumption, it is reasonable to assume that each BS is uniformly distributed in the Voronoi cell of its corresponding mobile user. We further assume that the BS chosen at random for analysis is located at the origin and that it connects to the closest mobile user, located at distance \( R \). As discussed in detail in the sequel, there is a subtle difference between this random choice of BS and a point randomly chosen in \( \mathbb{R}^2 \) due to the coupling in the mobile and BS point processes. The set of interfering mobiles is \( \mathcal{Z}_k \), and we denote the distance between an interfering mobile and the BS of interest by \( D_z \) and the distance of an interfering mobile to its serving BS as \( R_z \). Path loss is inversely proportional to distance with path loss exponent given by \( \alpha \), and \( \sigma^2 \) is the noise power. We consider small-scale Rayleigh fading between the mobiles and the BS under consideration, and a constant baseline mobile transmit power of \( \mu^{-1} \). Thus the received power is given by \( gR^{-\alpha} \), where \( g \) is i.i.d exponentially distributed with mean \( \mu^{-1} \).

Next we consider the proposed model for power control. We assume that all the mobiles utilize distance-proportional fractional power control of the form \( R_z^\epsilon \), where \( \epsilon \in [0, 1] \) is the power control factor. Thus, as a user moves closer to the desired BS, the transmit power required to maintain the same received signal power decreases, which is an important consideration for battery-powered mobile devices. Under this system model, the associated SINR at a BS located at origin is

\[
\text{SINR} = \frac{g R^\alpha (R_z^{-\alpha})}{\sigma^2 + I_Z},
\]

where for an interfering set of mobiles \( Z \),

\[
I_Z = \sum_{z \in Z} (R_z^\alpha) g_z D_z^{-\alpha}.
\]

If \( \epsilon = 1 \), the numerator of (1) becomes \( g \), with the pathloss completely inverted by the power control, and if \( \epsilon = 0 \) no channel inversion is performed and all the mobiles transmit with the same power. In the next section we derive the distribution of the SINR as a function of the network density, pathloss, and fractional power control factor \( \epsilon \).

To validate the model and to highlight the importance of various assumptions discussed later in this paper, we will compare the proposed model with various other approaches. For clarity, we describe all these approaches below:

**PPP:** This corresponds to the proposed model without any assumptions, i.e., mobile locations correspond to a spatial PPP with a single BS dropped uniformly within the Voronoi cell of each mobile. Due to dependence induced by the structure of Poisson-Voronoi tessellations, direct analysis of this approach is daunting and hence not given. Instead several reasonable approximations are made that lead to the following two approaches.

**PPP-Rayleigh:** Setup is same as the PPP case described above. For tractability we assume i) \( R \) is Rayleigh distributed, ii) \( \{R_z\} \) are independent, and iii) the marginal distribution of \( R_z \) is approximated as Rayleigh.

**PPP-Uniform:** This model differs from the Rayleigh PPP model in the third assumption, i.e., the marginal distribution of \( R_z \). In this case we assume that the serving BS is located uniformly in a circle centered at the mobile user.

**Grid:** BSs are located on the centers of a hexagonal grid and one mobile user is distributed uniformly in each cell. Since this model does not lead to tractable expressions it is evaluated via Monte-Carlo simulations.
the powers from all the transmitting mobiles lying farther than $R$. As described in the previous section, this power depends upon the distance of a mobile to its corresponding BS and the power control factor $\epsilon \in [0, 1]$. For a mobile $z \in \mathbb{Z}$, we denote its distance to the corresponding BS as $R_z$. It should be noted that the random variables $\{R_z\}_{z \in \mathbb{Z}}$ are identically distributed but not independent in general. The dependence is induced by the structure of Poisson-Voronoi tessellation and the restriction that only one BS can lie in each Voronoi cell. To visualize this dependence, recall a simple fact that the presence of a BS in a particular Voronoi cell forbids the presence of any other BS in this particular cell. However, as discussed in detail later in this section, this dependence is weak and we will henceforth assume $\{R_z\}$ to be independent and identically distributed (i.i.d.). Under this independence assumption, we first derive the coverage probability for the general distribution of $R_z$ and then use this general result to study two particular scenarios corresponding to non-uniform and regular coverage regions. The main uplink coverage probability result of this paper is stated in Theorem 1.

**Theorem 1 (Uplink coverage for i.i.d. $R_z$):** The uplink coverage probability $p_c(T, \lambda, \alpha, \epsilon)$ is given by:

$$2\pi \lambda \int_{r > 0} r e^{-\pi \lambda r^2 - Tr^{\alpha(1-\epsilon)} \sigma^2} \mathcal{L}_{L_z}(Tr^{\alpha(1-\epsilon)}) \, dr,$$

where the Laplace transform $\mathcal{L}_{L_z}(s)$ of the interference is given by:

$$\exp \left( -2\pi \lambda \int_{r}^\infty \left( 1 - \mathbb{E}_{R_z} \left[ \frac{1}{1 + sR_z^{\alpha - \alpha}} \right] \right) \, dx \right).$$

**Proof:** The coverage probability $p_c(T, \lambda, \alpha, \epsilon)$ can be expressed as a function of SINR as

$$\int_{r > 0} \mathbb{P} (\text{SINR} > T) f_R(r) \, dr$$

and from the fact that $g \sim \exp(1)$ and $\mathcal{L}_{L_z}(s) = \mathbb{E}_{L_z} [e^{-sL_z}]$ is the Laplace transform of interference. To complete the proof, we now derive an expression for $\mathcal{L}_{L_z}(s)$ below:

$$\mathbb{E}_{L_z} \left[ \exp \left( -\sum_{z \in \mathbb{Z}} sR_z^{\alpha} g_z D_z^{-\alpha} \right) \right]$$

$$= \mathbb{E}_{R_z, g_z, D_z} \left[ \prod_{z \in \mathbb{Z}} \exp \left( -sR_z^{\alpha} g_z D_z^{-\alpha} \right) \right]$$

$$= \mathbb{E}_{R_z, D_z} \left[ \prod_{z \in \mathbb{Z}} \mathbb{E}_{g_z} \left[ \exp \left( -sR_z^{\alpha} g_z D_z^{-\alpha} \right) \right] \right]$$

$$= \mathbb{E}_{D_z} \left[ \prod_{z \in \mathbb{Z}} \mathbb{E}_{R_z} \left[ \frac{1}{1 + sR_z^{\alpha} D_z^{-\alpha}} \right] \right]$$

$$= \exp \left( -2\pi \lambda \int_{r}^\infty \left( 1 - \mathbb{E}_{R_z} \left[ \frac{1}{1 + sR_z^{\alpha - \alpha}} \right] \right) \, dx \right),$$

where (a) follows from the independence of $g_z$, (b) follows from the independence of $R_z$ and from the fact that
A. Distribution of $R_z$ and Comments on Independence Assumption

Recalling the fact that each BS is uniformly located in the Voronoi-cell of its corresponding mobile, the distribution of $R_z$ can be approximated by the distance of a randomly chosen point in $\mathbb{R}^2$ to its closest BS as was done in the case of $R$. The pdf of $R_z$ is then the same as $R$ and is given by (3). The approximate CCDF of $R_z$ is $\mathbb{P}[R_z > r_z] \approx e^{-\lambda \pi r_z^2}$, which is shown to be a tight fit for the numerical estimate for the PPP model in Fig. 2. Although it shows that our approximations for the distributions of $R$ and $R_z$ are tight, it does not provide any insight into the extent of dependence between random variables $\{R_z\}_{z \in \mathbb{Z}}$ which is defined by their joint distribution. Since it is hard to gain insights from the complete joint distribution of $\{R_z\}_{z \in \mathbb{Z}}$, we study a simplified case of the joint distribution of two random variables $R_{z_1}$ and $R_{z_2}$, which are the distances of the mobiles to their respective BSs in two neighboring Voronoi cells. Since the dependence is expected to be strongest for the neighboring cells, this can be thought of as a worst case study. We numerically compute the joint PDF $f_{R_{z_1}, R_{z_2}}(r_{z_1}, r_{z_2})$ for the actual PPP model and compare it with the joint PDF derived under the independence assumption in Fig. 4. It should be noted that the joint PDF under the independence condition follows directly from (3) and is given by $f_{R_{z_1}, R_{z_2}}(r_{z_1}, r_{z_2}) = f_{R_{z_1}}(r_{z_1})f_{R_{z_2}}(r_{z_2})$. From Fig. 4, we note that the two joint densities are surprisingly similar, with the PDF slightly more dispersed in the case of the independence assumption, which is the expected direct result of independence. The correlation coefficient $\rho_{R_{z_1}, R_{z_2}}$ is numerically computed to be .07 for this simulation setup.

After validating the independence assumption, we now use the density of $R_z$ derived above, to approximate the Laplace transform of interference for the PPP case, which is given by:

$$\mathcal{L}_I_x(s) \approx \exp(-2\pi \lambda \int_{r}^{\infty} (1 - A) x dx),$$

where $A = \int_0^{\infty} \frac{1}{1 + x^2 \pi^2 \gamma^2} \pi \lambda e^{-\lambda \pi x} dx$.

We note that the resulting coverage approximation involves two simple integrals that can be evaluated numerically fairly easily. We now plot this uplink coverage probability expression and compare it with the numerically computed coverage probability for a simulated PPP under true power control (without independence assumption) in Fig. 3. We note that the analytical result derived under the independence assumption closely approximates the true power control result for a PPP as well as the results based on simulations utilizing a set of actual BS locations compared to a regular grid.

The results in Fig. 3 are also further compared with two other analytical models. The first is the Wyner model which gives a single value for the interference and SIR $\gamma = \frac{\lambda}{2\pi}$, where $\gamma$ is a function of the pathloss exponent $\alpha$ [3] and as a result cannot model the typical performance in the same manner as the proposed model. The second approximates inter-cell interference as a log-normal random variable with parameters determined through a numerical fit of the grid model. The log-normal approximation provides a complete CCDF of the SINR, however it does not capture the shape of the SINR distribution. Additionally, since these approaches combine the interference into a single term that must be empirically estimated they cannot be easily parameterized as a function of key network features such as pathloss exponent, BS/user density, or fractional power control.

B. Comments on Regular (Grid) Model

Grid models are used to model more “regular” BS locations. The most popular model used in prior work places the BSs on a hexagonal grid. While this model has been extremely helpful in the numerical studies of macro-cellular networks, it does not provide analytical tractability. In this subsection, we show that the random spatial model for the mobile user locations along with an appropriately chosen distribution of $R_z$ enables us to derive analytical expression for the coverage probability that
closely approximates the numerically computed results for the grid model.

Approximating hexagons as circles with the same area $\lambda^{-1}$, we assume that each BS is located uniformly in a circle of radius $\frac{1}{\sqrt{\pi \lambda}}$ around its corresponding mobile. The radius value is evaluated from the density of the mobile users assuming there is one BS per mobile user. It is important to note that the only difference between this and the original PPP model is the distribution of $R_z$, which is assumed to be uniform in $[0, \frac{1}{\sqrt{\pi \lambda}}]$ to emulate more regular networks. The density of $R_z$ can be easily evaluated as:

$$f_{R_z}(r_z) = 2\pi \lambda r_z, r_z \in \left[0, \frac{1}{\sqrt{\pi \lambda}}\right].$$

As shown in Fig. 2, this closely approximates the distribution of $R_z$ in a grid model. Using this density of $R_z$, we can now approximate the Laplace transform $\mathcal{L}_I(s)$ of interference as:

$$\exp\left(-2\pi \lambda \int_0^\infty \left(1 - \int_0^\infty \frac{1}{1 + su^{\alpha - \sigma} - 2\pi \lambda du} x dx\right)\right).$$

In the case of $\alpha = 4$ and $\varepsilon = 1$ the expression for the Laplace transform $\mathcal{L}_I(s)$ can be found in closed-form as

$$e^{-\frac{\pi \lambda}{\pi \sigma^2} \left(\pi \lambda \arctan\left(\frac{\sqrt{\pi \sigma^2}}{\pi z}\right) - \pi \lambda \arctan\left(\frac{\sqrt{\pi \sigma^2}}{\pi z}\right) - \frac{\pi^2}{\pi^2 + \pi^2} \right)}.$$

The downlink expressions are given by [7] for a network whose BSs are distributed according to a PPP and transmit with constant power of 40 W. In the uplink a 23 dBm max transmit power is assumed with $\varepsilon$ values of .6, .8, and 1. We note the disparity between the SINR distributions, especially for large SINR values. This has fundamental consequences on the system design of these cellular networks, different from those of wireless LANs for example which have much smaller coverage regions and typically do not have as significant hardware distinctions between the network devices.

One reason for the uplink’s lower coverage is due to the mismatch in transmit power compared to the downlink. Additionally at the high SINR values, the use of larger $\varepsilon$ values also impacts the coverage probability since the users closest to their serving base stations greatly reduce their transmit power relative to the users at the edge of the cell. The impact of $\varepsilon$ is investigated in further detail in the following section.

### IV. System Design Applications

Utilizing the framework developed in the previous section, we analyze performance metrics of coverage and transmit power utilization in the context of realistic parameters for modern networks and gain insight into system design.

#### A. Downlink vs. Uplink Coverage

An immediate application is to consider the difference in coverage between the downlink and the uplink for the same network topology.

Fig. 5 gives the coverage probability for the uplink and downlink based upon standard assumptions for an LTE-based network with $\lambda = .24$, $\alpha = 3.8$, $\sigma^2 = -104$ dBm [11]. The downlink expressions are given by [7] for a network whose BSs are distributed according to a PPP and transmit with constant power of 40 W. In the uplink a 23 dBm max transmit power is assumed with $\varepsilon$ values of .6, .8, and 1. We note the disparity between the SINR distributions, especially for large SINR values. This has fundamental consequences on the system design of these cellular networks, different from those of wireless LANs for example which have much smaller coverage regions and typically do not have as significant hardware distinctions between the network devices.

One reason for the uplink’s lower coverage is due to the mismatch in transmit power compared to the downlink. Additionally at the high SINR values, the use of larger $\varepsilon$ values also impacts the coverage probability since the users closest to their serving base stations greatly reduce their transmit power relative to the users at the edge of the cell. The impact of $\varepsilon$ is investigated in further detail in the following section.

![Fig. 5. A comparison of the coverage probability for the downlink with 40W transmit power and the uplink utilizing fractional power control with $\varepsilon = .6, .8$ and 1, and a max transmit power of 200 mW.](image)

Fig. 5. A comparison of the coverage probability for the downlink with 40W transmit power and the uplink utilizing fractional power control with $\varepsilon = .6, .8$ and 1, and a max transmit power of 200 mW.

### B. Fractional Power Control

As mentioned previously, the primary motivations for fractional power control in the cellular uplink are to provide beneficial coverage improvements for the lowest-percentile users, who are typically at the cell-edge, and to manage...
average transmit powers of battery-powered mobile devices. Fig. 6 gives the coverage probability distributions as a function of the fractional power control factor $\epsilon$ for a network topology given by $\lambda = .24$, $\alpha = 3.8$, $\sigma^2 = -104$ dBm. The baseline case of fixed transmit power ($\epsilon = 0$) does not provide the lowest overall coverage probabilities, but does provide the greatest probability for the highest SINR thresholds. Both $\epsilon = .25$ and $\epsilon = .5$ provide greater coverage gains for the lowest percentile users than fixed transmit power before crossing below the $\epsilon = 0$ curve at 5 and 0 dB respectively. As $\epsilon$ increases, the coverage probability curves shift lower with $\epsilon = .75$ providing much lower coverage probability than fixed transmit power, especially for SINR thresholds $> 5$ dB. Full-inversion, $\epsilon = 1$ power control shows an even more significant reduction in coverage. For users with low SINR a moderate value of $\epsilon = .25$ provides the greatest gains while for users with high SINR, the SINR is maximized by transmitting with the maximum power and $\epsilon = 0$. Additionally, this dual-regime behavior for fractional power control in uplink cellular networks differs from the behavior of power control in other classes of wireless networks, notably ad-hoc wireless networks, which were shown to have an optimal value of $\epsilon = .5$ [12], [13].

This observed effect of fractional power control can be understood by focusing on the gains perceived by users close to their desired BS relative to those at the edge and their interdependency. Cell-interior users typically experience good RF conditions and are not as susceptible to interference, but are more limited by the reduction in their transmit power under power control. Cell-edge users, however, are more fundamentally interference limited, and an increase in their transmit power with high $\epsilon$ benefits their SINR. As a result, there is a trade off in the reduction of interference from neighboring cell-center users and increased interference by mobiles at the cell edge.

C. Transmit Power Utilization

Fig. 7 gives the overall transmit power utilization of mobiles in the network as a function of $\epsilon$ with a maximum transmit power of 23 dBm and an average transmit power of $\mu^{-1} = 10$ dBm. Clearly the transmit powers of the mobile users are greatly reduced with the introduction of power control. For high values of $\epsilon$ we note that 10-15% of the users have transmit power less than 0 dBm, which is a 23 dB reduction in power compared to the maximum transmit power. For this reason, proposed system guidelines for the uplink may wish to choose $\epsilon$ to balance the metrics of coverage and battery utilization.

V. Conclusion

In this paper, we have presented a tractable new model for cellular uplink analysis and derived a simple expression for coverage probability using tools from point process theory and stochastic geometry. Assuming mobiles form a spatial PPP, we model the correlation in mobile and BS point processes by assuming that each BS is located uniformly in the Voronoi cell of its corresponding mobile. The results further provide insight into differing uplink performance expectations compared to the downlink and the tradeoff between using fractional power control to reduce mobiles’ overall power utilization and improving coverage for cell-edge users. A major arena for future work is to understand how these dynamics are enhanced or differ for heterogeneous network topologies.
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